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Abstract
Artificial Intelligence (AI) has rapidly transformed various industries, providing signifi-
cant benefits in automation, decision-making, and efficiency. However, AI also presents
numerous risks, including bias, lack of transparency, security vulnerabilities, and regu-
latory challenges. This study employs a Systematic Literature Review (SLR) approach
to identify and categorize key risks associated with AI implementation. The findings
indicate that AI risks can be classified into technological, social, and regulatory aspects,
each posing unique challenges. Algorithmic bias, privacy concerns, and the lack of global
AI governance frameworks highlight the need for more robust risk mitigation strategies.
To address these challenges, this study recommends enhancing fairness-aware AI models,
strengthening AI governance, and increasing public AI literacy. Future research should
focus on improving AI accountability, security measures, and ethical guidelines to ensure
responsible AI adoption.

Keywords: Artificial Intelligence, AI Risks, Bias in AI, AI Governance,
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1. Introduction
Artificial Intelligence Systems were officially defined for the first time in 1956 as “the
science and engineering of making intelligent machines” by John McCarthy [1]. In a
broader sense, the IEEE Guider defines AI as a system that exhibits intelligent behavior
by analyzing its environment and taking actions with varying degrees of autonomy
to achieve specific goals [2]. AI has experienced rapid growth over the past decade.
It has penetrated and spread across various disciplines and aspects of society. AI is
increasingly taking over human tasks by replacing decision-making processes that
were previously carried out by humans [3].
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The rapid advancement of AI technology is driven by developments in machine
learning, deep learning, and natural language processing. These advancements have
led to the emergence of powerful AI models and algorithms that surpass human
performance in various tasks, such as language translation, image recognition, and
playing complex games [4] [5]. As a result, AI has become a transformative force
across multiple sectors of human life, including healthcare [6], transportation [7],
accounting [8], education [9], and entertainment [10].

Although AI technology offers many tangible benefits, its emergence also presents
significant risks and ethical concerns for users, developers, and society [11]. This is
because AI systems make decisions and predictions that impact human lives [12][13].
The AI Incident Database (AIID), an online database for reporting AI-related risks,
incidents, and controversies, has documented at least 2,585 reported incidents since
2018. These risks vary widely, such as an

AI-powered robotic arm gripping its opponent’s index finger so tightly that it
resulted in a fracture [14]. Additionally, Google’s AI-powered search engine has been
reported to frequently provide misleading yet convincing and potentially harmful
information [15].

There are many other examples related to failures, fairness, bias, privacy, and
ethical issues arising from AI systems [16]. Even more concerning, AI technology is
now being exploited by irresponsible individuals to harm others or even society at
large. One such case involved criminals using AI-based software to mimic the voice
of a chief executive. With a highly convincing fake voice, they successfully deceived a
company into transferring $243,000 [17]. This case illustrates how AI can be misused,
creating real threats that require serious attention from all stakeholders.

The adoption of AI technology across various sectors of life is also accompanied
by risks that can influence public acceptance and trust. Although extensive research
on AI risks has been conducted, there is still a need for a systematic classification of
these risks to understand their relationships, their impact on different sectors, and
the underlying causes of AI-related risks. Addressing this gap will provide a more
comprehensive perspective on how risks emerge and interact, serving as a foundation
for future research and interventions. This study employs the Systematic Literature
Review (SLR) method to explore and categorize key AI risks, providing valuable
insights for researchers and practitioners in addressing the challenges and implications
of AI implementation across various contexts.

The aims of this study is to identify and classify the key risks associated with
AI using a Systematic Literature Review (SLR) approach. The primary focus of
this research is to analyze different types of AI risks, such as bias, transparency,
privacy, security, and accountability, as well as to explore the impact of these risks
on various sectors that have extensively adopted AI, including medicine, education,
transportation, government, economy, and finance, as identified in the reviewed
literature. Additionally, this study examines and analyzes the underlying factors
contributing to the emergence of risks in AI implementation, providing a deeper
understanding of the relationships between risks, their impacts, and root causes.
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The findings of this research are expected to offer comprehensive insights for
researchers, policymakers, and practitioners in designing more effective mitigation
strategies to address the social and technical challenges of AI implementation, ensuring
that AI’s capabilities can be maximized for positive outcomes.

2. Literature Review
2.1 The Benefits of AI Across Various Sectors
The broad and diverse applications of AI have led to increased efficiency and cost
reduction, benefiting economic growth, social development, and human well-being
[18]. For example, AI-powered chatbots can respond to client and customer inquiries
at any time, enhancing customer satisfaction and boosting company sales [19]. In
healthcare, telemedicine is an AI technology that allows doctors to serve patients
in remote locations. This technology reduces the burden on patients by enabling
online consultations, allowing doctors to assist multiple practices and treat patients
simultaneously. Telemedicine also improves the quality of healthcare facilities by
facilitating the exchange of medical information across distant regions. Previously
underserved areas and individuals with limited mobility can now receive medical
opinions and prescriptions more quickly [6].

In the transportation sector, AI is utilized in collision avoidance systems, which
help prevent accidents. AI enhances driving safety by predicting driver behavior and
vehicle trajectories. This technology enables systems to adapt to dynamic environ-
mental conditions rather than being passive. AI also improves data and information
processing efficiency, accelerating decision-making. By predicting and managing
vehicle interactions on the road, AI enhances driving comfort [7].

In the field of accounting, AI is used to improve the accuracy of financial analysis,
producing more effective risk predictions, such as bankruptcy and fraud detection.
AI aids in extracting information from complex and large-scale data, which is often
difficult for traditional models to process. AI-powered technologies automate nu-
merous simple and repetitive processes, such as Robotic Process Automation (RPA).
By enhancing anomaly detection and transaction pattern analysis, AI can identify
suspicious activities that may indicate illegal behavior. Additionally, AI supports more
objective and data-driven decision-making [8].

AI provides significant benefits in the education sector, from automating adminis-
trative tasks to improving teaching quality through technologies such as Intelligent
Tutoring Systems (ITS). By utilizing simulations, virtual reality, and AI-based adaptive
learning systems, students can experience a richer learning environment. AI-powered
learning platforms allow students from around the world to access educational mate-
rials without geographical limitations. AI is also used to identify learning patterns,
predict student performance, recommend more effective learning methods, and assist
students in selecting career paths based on their abilities and preferences [9].

In the entertainment and gaming industry, AI is used to create game opponents
that mimic human players. AI also enables tournament organizers to host AI vs.
AI or AI vs. human matches. The advancement of AI in entertainment has driven
innovation in game design, including the use of AI to control NPCs (Non-Player
Characters) with dynamic behavior, providing a more realistic challenge.
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Additionally, AI is employed to test game balance and evaluate player strategies,
ensuring a well-structured and engaging gaming experience [10].

2.2 Risks of Artificial Intelligence
The predictive, classification, association, and optimization capabilities of AI are crucial
for businesses and government functions, enhancing efficiency and decision-making
quality [20]. AI heavily relies on the data used for its training. If the input data is
inaccurate, biased, or intentionally manipulated, the AI’s output may be flawed and
unreliable. The complexity of AI systems and their dependence on training data can
sometimes make it difficult for AI to interpret user-intended outputs. This raises
challenges related to transparency, accountability, and responsibility in AI systems
[21]. In some cases, these challenges can lead to serious consequences or harmful
outcomes, depending on how the technology is implemented [22]. The design or
choice of training data is often cited as a major source of AI’s negative effects, including
discriminatory decision-making [23].

Bias in AI is one of the most widely discussed and publicly scrutinized issues.
Like humans, AI can produce biased outputs, such as gender or racial discrimination.
Bias can arise from various sources, including the training data used, the values of
developers or users, and the AI’s learning process itself. Bias not only leads to technical
errors but also raises significant ethical concerns [24].

AI also faces major challenges in maintaining data privacy and security. Cyber-
criminals now have more ways to access personal data at low cost while generating
substantial profits. In recent years, data security breaches have become increasingly
frequent, making privacy protection a pressing issue in AI adoption to ensure that AI
technologies do not compromise users’ privacy rights [25].

Transparency, or explainability, is another well-known weakness of AI. Machine
learning (ML), particularly deep neural networks, is the core technology behind
modern AI. However, the inference process in ML is often difficult to explain and
understand, commonly referred to as a black-box problem. The lack of transparency
in ML makes its algorithms and models obscure, making them difficult to comprehend
for both developers and users. This lack of transparency also hinders oversight and
human guidance in AI and ML applications, increasing operational risks [11].

"AI risk," according to experts, is a phenomenon where there is a gap between
the intended objectives of AI development and the actual outcomes achieved [26].
The risks associated with AI primarily emerge when its functions fail to align with
societal norms and expectations [21].

2.3 The Importance of AI Risk Identification
Identifying risks in the development and deployment of AI is essential to maximize its
benefits while mitigating or preventing potential risks. Thiebes et al [27], emphasize
that trustworthiness is the foundation of society, the economy, and sustainable devel-
opment. Without trust in the development, implementation, and use of AI, individuals,
organizations, and society as a whole will be unable to fully realize AI’s potential. To
build this trust, it is crucial to have an explicit understanding of the ethical, social, and
technological risks that accompany AI adoption.
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Laux et al [23]. highlight that the concept of “acceptability of risks” serves as a
foundation for defining trust in AI, particularly within the European Union’s regula-
tory framework. Risks that are deemed unacceptable or intolerable must be identified
to ensure AI implementation aligns with EU values and existing laws. Involving devel-
opers in risk management is necessary to ensure that these risks are addressed before
AI is introduced to the market or used in public institutions. Hickok [28], argues that
AI risk identification is a critical step, especially in government procurement of AI
technologies. This process is essential to prevent severe consequences. AI technologies
are often deployed without sufficient transparency and oversight, raising concerns
about accountability, human rights violations, and the erosion of fairness in society.
Additionally, AI operates on a large scale and with high technological complexity,
meaning even small errors can have significant consequences. Therefore, early risk
identification is vital to avoid unintended negative impacts.

Other challenges related to bias, transparency, privacy, and accountability must
also be taken into consideration [12][13]. The rapid advancement of AI creates
new opportunities, but it also introduces unforeseen risks. The complexity of AI
technology demands special attention, particularly regarding its impact on privacy,
security, and public trust. Furthermore, AI’s social implications cannot be overlooked,
as the technology influences various segments of society [20]. Risk identification in AI
development and deployment is a crucial step to ensure that this technology is utilized
optimally. It is not only essential for preventing unintended negative consequences
but also serves as a key factor in fostering long-term trust in AI.

3. Research Methodology
A Systematic Literature Review (SLR) is a research methodology used to systematically
collect, identify, and critically analyze various existing studies, including articles,
conference proceedings, books, and dissertations, by following a structured procedure
[29]. SLR provides readers with up-to-date information on recent literature related
to a specific subject. Its primary goal is to review key aspects of current knowledge
on a particular topic, addressing specific research questions and identifying areas that
require further investigation [30].

The SLR method used in this study follows the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses (PRISMA) approach due to its comprehensive
and structured methodology. PRISMA provides a detailed checklist covering all
essential parameters, ensuring that the review can be replicated by other researchers
while generating accurate data to support future studies [31]. Initially designed for the
medical and physical sciences, PRISMA is now being adapted for computer science
research, although its application in this field is still being explored.

The PRISMA approach not only ensures the quality of the review but also en-
ables readers to evaluate its strengths and weaknesses while offering a structured and
replicable framework for future researchers. By adopting PRISMA, this study aims to
provide a valuable reference for researchers within this field [32].
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3.1 Research Question
The Research Question (RQ) is a crucial component and serves as the primary step to
ensure that the research review aligns with the study’s objectives. Since this research
aims to categorize and provide an overview of the various types of risks associated with
AI implementation, previous studies will be highly beneficial in understanding the
extent to which AI risks have been classified. This study seeks to answer the research
questions outlined in Table 1: Research Questions and Their Aims.

Table 1. Research Questions and the aims

ID Research Question Aims

RQ1
What are the types of risks associated with

implementation AI according to existing

literature?

To ensure the research focuses on

identifying different types of risks

RQ2 What are the impacts of AI implementation

risks across various sectors of life

To examine the relationship between

risks and their impacts on various

sectors of life

RQ3 What are the causes of AI-related risks? To explore the root causes of

risks arising from AI

Table 2. Inclusion and Exclusion Criteria

Inclusion Criteria Exclusion Criteria

Studies published between 2020–
2024

Studies published before 2020

Research articles in journal format Research that is not in journal format

Studies written in English Studies not written in English

Open-access research Non-open-access research

Studies that do not focus only on technical aspects Studies with a strong technical focus

Studies that are not limited to a single sector Studies that concentrate on a single sector

The objective of the literature search strategy is to identify studies relevant to the
research questions. The literature search sources used for the database are SCOPUS
and IEEE. The keywords used for literature search in this study are:

(("Abstract": "artificial intelligence" OR "ai") AND ("Document Title": "artificial
intelligence" OR "ai") AND ("risk*" OR "challenge*" OR "concern*" OR "ethic*"))

AND("trust*" OR "privacy" OR "bias" OR "security" OR "transpara*" OR "safe*" OR
"robust*" OR "fair*" OR "account*"))

3.2 Literature Search Strategy
After gathering potential studies with high relevance, the next step is to assess their
actual relevance [33]. The inclusion and exclusion criteria used to filter the selected
primary studies can be found in Table 2. Inclusion and Exclusion Criteria

The PRISMA flow diagram consists of three stages: identification, screening, and
inclusion. The details of each stage are presented in Figure 1. PRISMA Flow Diagram
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Figure 1. PRISMA Flow Diagram

a) Identification: Based on the PRISMA flow, a total of 2,876 studies were identified
from two databases using the specified search keywords. After removing 11 inac-
cessible studies, 2,866 studies remained. A duplication check was then performed,
identifying 169 duplicate studies, leaving 2,697 studies for further examination.

b) Screening: A total of 2,697 studies were screened based on their titles and abstracts.
As a result, 2,600 studies were excluded for not meeting the inclusion and exclusion
criteria, leaving 119 studies.

c) Inclusion: The remaining 119 studies underwent a comprehensive review to deter-
mine their relevance in answering the research questions. After a more in- depth
analysis, 40 studies were selected. This study utilized Zotero to store, manage, and
organize references.

4. Findings
This section presents the results of the extraction and analysis of the collected literature
to answer the research questions. Table 3. Summary of AI Risks Based on Literature
Review summarizes the key findings from the reviewed studies by categorizing the
identified risks into several main aspects. The structure of the table consists of four
main columns:

a) Types of AI Risks – The primary categories of risks that emerge in AI implemen-
tation based on the literature review.

b) Impact of AI Risks – The consequences of each type of risk, affecting individuals,
groups, or entire systems.

c) Affected Sectors – The industries or fields most vulnerable to the negative effects
of AI adoption, such as healthcare, finance, education, and others.

d) Causes of AI Risks – The key factors that trigger or contribute to each identified
risk. These causes are further classified into three categories:

1. Technical Causes – Factors arising from technological limitations, such as algo-
rithmic bias, lack of model transparency, or vulnerabilities to cyberattacks.

2. Social Causes – Factors stemming from social, cultural, or economic aspects, such as
low AI literacy, unequal access to technology, or AI’s influence on social dynamics.
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3. Regulatory Causes – Factors related to weaknesses or the absence of adequate
regulations, such as a lack of AI security standards, weak oversight mechanisms,
or legal gaps in data protection and privacy.

This table aims to provide a comprehensive overview of how AI risks arise, their
impacts on various sectors, and the key factors contributing to these risks.

Table 3. Summary of AI Risks Based on Literature Review

Journal Types of AI Risks Impact of AI Risks Affected Sectors Causes of AI Risks

1 2 3

[34]

Adversarial attacks,

privacy, model security,

data connectivity, techno-

colonialism

Incorrect predictions, user data breaches,

operational failures due to system errors,

loss of trust in AI

Healthcare,

transportation,

cybersecurity

✓ ✓ ✓

[35] Bias, privacy, security,

transparency

Discrimination due to bias, data collection

violating privacy, social inequality

Transportation,

social media,

healthcare

✓ ✓ ✓

[36]
Bias, privacy, transparency,

explainability, adversarial

manipulation,accountability

Injustice due to discrimination, conflicts

between transparency and data privacy,

medical misdiagnoses, social disparities,

lack of trust in AI

Healthcare, law,

recruitment,

transportation

✓ ✓ ✓

[37]
Bias, transparency, techno-

colonialism, social injustice,

inequality in technology access

Discrimination against minority groups,

increasing social and economic inequality,

lack of public trust, growing global

disparity

Healthcare, labor,

education, public

administration

✓ ✓ ✓

[28]
Bias, transparency, privacy,

data security, accountability,

social inequality

Discrimination against certain groups in

law and education, misuse of personal

data, widening inequality, economic

and social losses

Law enforcement,

healthcare,

education, public

administration

✓ ✓ ✓

[38] Bias, privacy, transparency,

security, accountability

Unfair decision-making leading to

discrimination, user data exploitation,

social inequality, loss of trust in AI

Healthcare,

education, finance,

transportation,

social media

✓ ✓ ✓

[39]
Bias, privacy, transparency,

techno- colonialism, freedom

of expression

Discrimination creating social injustice,

privacy violations, lack of public trust,

economic and emotional losses

Libraries, government,

digital platforms
✓ ✓ ✓

[40] Bias, privacy, security,

transparency, accountability

Discrimination, privacy violations,

social inequality, loss of trust

Healthcare, media,

transportation,

entertainment, education

✓ ✓ ✓

[41] Bias, privacy, transparency,

cybersecurity threats

Social discrimination, privacy breaches,

unemployment due to job automation,

global economic inequality, military

misuse increasing geopolitical tensions

Healthcare, transportation,

education, business,

and manufacturing

✓ ✓ ✓

[42]

Bias, poor data quality, data

privacy, techno- solutionism,

surveillance humanitarianism,

techno- colonialism

Gender or racial discrimination,

privacy violations increasing vulnerability

of certain groups, social inequality,

incorrect decision-making

Healthcare, natural

disasters, migration

(Project Jetson)

✓ ✓ ✓

[43] Bias, privacy, security,

transparency, accountability

Discrimination against specific groups,

privacy violations due to unauthorized

data collection, social inequality leading

to disparity

Healthcare,

transportation,

electronics, media,

and entertainment

✓ ✓ ✓
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[44] Bias, privacy, security,

transparency, social injustice

Discrimination worsening social justice,

data exploitation, declining public trust

due to lack of transparency, socio-political

conflicts

Healthcare,

social services,

transportation,

judiciary

✓ ✓ ✓

[45]
Bias, transparency, privacy,

reliance on representative

data, accountability

Discrimination and social inequality,

privacy violations, unfairness in automated

decision-making

Healthcare,

human resources,

legal system,

public

administration,

law enforcement,

education

✓ ✓ ✓

[46]
Bias, privacy, security,

transparency, accessibility,

accuracy

Discrimination against vulnerable groups,

privacy violations, loss of public trust

Healthcare,

finance,

transportation

✓ ✓ ✓

[47]
Bias, privacy, security,

transparency, social injustice,

accountability

Discrimination against certain groups,

misuse of user data, physical or financial

harm due to technical operational failures,

social inequality

Healthcare,

transportation,

education, social

media

✓ ✓ ✓

[48] Bias, privacy, transparency,

explainability, accountability

Social discrimination, misuse of sensitive

data, economic disparity due to social

inequality, loss of public trust

Healthcare, finance,

entertainment,

transportation,

manufacturing,

human resources

✓ ✓ ✓

[49] Bias, privacy, security,

transparency, accountability

Discrimination increasing social disparity,

unauthorized user data exploitation, loss

of public trust

Healthcare, finance,

transportation, public

safety, and law

✓ ✓ ✓

[50] Bias, privacy, manipulation,

security, transparency

Violations of fundamental rights to privacy

and individual autonomy, social discrimination,

declining trust in technology, barriers to

technology adoption due to unaddressed risks

National security,

consumer sector,

government,

technology, and

innovation

✓ ✓ ✓

[51]
Bias, transparency and

interpretability, privacy

and data security

Discrimination reinforcing social inequality,

public distrust due to lack of education and

awareness, unauthorized use of personal

data, environmental damage from AI’s high

energy consumption

Healthcare, law

enforcement,

industry, education,

environmental

✓ ✓ ✓

[52] Bias, privacy, security,

transparency, social inequality

Discrimination leading to injustice, misuse

of personal data, unequal distribution of

AI benefits causing disparities, political

destabilization due to AI development

affecting global stability

Healthcare,

finance, judiciary,

defense industry

✓ ✓ ✓

[53]
Bias, security, privacy,

transparency, manipulation

and autonomy

Potential misuse of personal data,

discrimination in recommendations,

declining public trust in AI

recommendations, filter bubbles

reinforcing polarization by limiting

exposure to new perspectives

E-commerce,

social media,

education,

healthcare

✓ ✓ ✓

[54]
Bias, privacy, safety and

security, transparency,

social-ethical concerns

Discrimination in decision-making,

exposure of sensitive data,

social inequality in society

Healthcare,

security,

public

administration

✓ ✓ ✓

[55]
Bias, transparency and

interpretability, human

control

Discrimination based on gender, race, and socio

-economic status, loss of trust in AI, worsening

social and economic inequality, loss of human control

over automated systems, negative narratives

creating unrealistic expectations or fears

Education,

finance,

transportation,

healthcare
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[56] Bias, privacy, security, transparency Discrimination against certain groups, user

data exploitation, harm from cyberattacks

Healthcare,

government,

transportation

✓ ✓ ✓

[57] Privacy, transparency, bias, moral

responsibility, techno- colonialism

Discrimination due to biased data, privacy

violations, social inequality, dehumanization

as individuals lose control over personal data

Healthcare,

technology,

social media,

government

✓ ✓ ✓

[58]

Bias, privacy, security, transparency,

accuracy, accountability, machine

autonomy orunsupervised decision-

making

Discrimination and social inequality, collection

and processing of individual data without

strong protection, public distrust, economic

losses such as tax evasion harming governments

and society

Taxation,

judiciary,

healthcare

✓ ✓ ✓

[59]
Bias, privacy, security, transparency,

accountability, sustainability,

human dignity, social solidarity

Discrimination and social injustice, privacy

violations leading to declining trust, environmental

damage from AI’s energy consumption,

marginalization of vulnerable groups (children,

minorities, people with disabilities)

Healthcare,

transportation,

smart cities,

military, and

agriculture

✓ ✓ ✓

[60] Bias, privacy, security, transparency
Discrimination harming specific groups,

misuse of personal data, social inequality,

public safety risks due to unreliable AI

Law enforcement,

healthcare,

education,

workforce

recruitment

✓ ✓ ✓

[61] Bias, privacy, security, injustice, transparency
Discrimination against certain groups,

privacy violations, physical harm, social

manipulation or public opinion manipulation

Healthcare,

law, transportation,

social media,

security

✓ ✓ ✓

[62] Bias, privacy, security, transparency,

socio-economic inequality, fairness

Discrimination, user data exploitation,

social inequality among large tech companies,

declining public trust

Government,

healthcare,

agriculture,

cybersecurity,

energy, and

environment,

human

✓ ✓ ✓

[63]
Bias, privacy, security, transparency,

adversarial attacks manipulating AI input

data

Discrimination, data theft and misuse,

physical harm (autonomous vehicles or

drones), manipulation of public opinion,

economic losses from the theft of high-

value datasets

Cybersecurity,

media, politics,

transportation,

healthcare,

military

✓ ✓ ✓

[64] Bias, privacy, security, transparency

Discrimination due to biased data,

unethical data analysis leading to

privacy violations, social inequality,

lack of transparency reducing trust in AI

Healthcare,

transportation,

social, education,

media, industrial

processes

✓ ✓ ✓

[65] Bias, privacy, security, transparency
Discrimination as a risk from biased

algorithms, privacy violations, public

distrust, physical and financial harm

Healthcare,

transportation,

children’s toys,

elderly care

✓ ✓ ✓

[66] Bias, privacy, transparency, security,

accountability

Discrimination due to gender and racial

bias, reducing public trust in AI, social

inequality as technology favors certain

groups, physical harm as a risk from

security failures in autonomous vehicles

Healthcare,

transportation,

agriculture,

public

administration

✓ ✓ ✓

[67]
Bias, privacy, transparency, fairness,

techno-colonialism leading to

human dignity violations

Discrimination against individuals or

groups, privacy violations, unfair

distribution of technological benefits,

declining public trust in technology

Healthcare,

transportation,

media and

information,

government
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[68] Bias, transparency, security, privacy,

accountability

Bias-driven discrimination causing social

inequality, data breaches due to unauthorized

usage, distrust in AI

Healthcare,

finance, law,

transportation

✓ ✓ ✓

[69]
Bias, privacy and data protection,

technical security, transparency and

accountability, social impact

Unfair access to AI-based services, misuse of

sensitive data, unequal AI access, AI failures in

critical sectors like healthcare and transportation

Healthcare,

transportation,

government,

education,

security,

environmental

✓ ✓ ✓

[70]
Privacy and data security, bias and

discrimination, transparency,

accountability

Algorithmic bias reinforcing social injustice,

data leaks and exposure of sensitive information,

inequality in AI access and benefits, pollution

and high energy consumption from AI model

training

Healthcare,

transportation,

finance,

education,

industry, government,

environmental

✓ ✓ ✓

[71] Bias, privacy, security

Bias reinforcing racial and gender injustice,

personal data used without adequate protection,

low transparency creating skepticism toward

technology, unexpected AI incidents with

systemic impact

Transportation, public

safety, economy
✓ ✓ ✓

[72]
Transparency, security, bias,

contestability,

privacy, accountability

Social discrimination, privacy violations,

economic disparity due to automation,

unfair access to essential services,

automation reducing job opportunities

and increasing inequality

Healthcare,

education,

transportation,

law, security,

and surveillance

✓ ✓ ✓

4.1 Types of AI Risks
This section presents the analysis results of 40 key literature sources used to answer
the research question:

“RQ1: What are the types of risks associated with implementation AI according to existing
literature??”

Based on the literature review conducted, various key risks in I implementation
have been identified and summarized in Table 3. Summary of AI Risks Based on Literature
Review under the risk types column. The method used to answer this question is to
group the types of risks based on trends, namely by looking at how many journals
discuss a risk. A summary and trend of journal discussions on a risk can be seen in
Table. 4 shows the top 7 risks discussed in the journal literature.



388 Ulfia Syukrina et al.

Table 4. Top 7 trends in AI risk types based on literature

Types of AI Risks Journals

Bias 39

Privacy 38

Transparency 37

Security 32

Accountability 16

Inequality and Social Disparities 10

Humas as Object 6

Additionally, these identified risks are visualized in Figure 2. Type of AI Risks to
provide a clearer overview of the classification of AI risks found in this study.

Figure 2. Types of AI Risks

4.1.1 Bias
Social injustice [55] in recommendations, predictions [53][54], and decision-making
due to unrepresentative datasets [39] or algorithms [46] can disadvantage certain
groups or minorities [28], such as gender, racial [66], and socio-economic status
discrimination [55], potentially exacerbating societal inequalities [49]. For example,
this issue arises in sectors such as healthcare, finance, education [28], job recruitment,
and law [68], with a notable case in facial recognition systems [48].
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4.1.2 Privacy
The large-scale and massive data collection [53] increases the risk of sensitive informa-
tion leaks [54]. This occurs due to inadequate security measures in machine learning
algorithms [34]. Data theft [63], unauthorized data collection [56], improper usage
[41], and insufficient oversight [38] during the data analysis process [39] further exac-
erbate these risks. For instance, data collected from devices and used by third parties
[69] is often handled without adequate protection [28], posing threats to both groups
and individuals [52]. This issue is evident in cases involving biometric verification
systems [28], facial recognition, and virtual assistants [61].

4.1.3 Transparency
The complexity or opacity of AI operations makes it difficult for users and regulators
to understand [49], particularly in contexts such as proving violations [67]. AI also
exhibits a "black- box" nature [38], making it difficult to explain [41]. The lack of
transparency in its functioning [39] results in unclear algorithmic processes, system
functionality [45], and the inability to explain system decisions to users [35]. AI systems
developed by private vendors are not always auditable by either the government or
the public [28]. This poses challenges for openness in development [40] due to the
limitations in understanding AI models [43].

4.1.4 Security
Weaknesses in controlling interactions between system components are among the
factors that can trigger failures or pose dangers during AI implementation [35].
These vulnerabilities can disrupt system functions and lead to incorrect decisions [34].
Adversarial attacks represent a form of AI vulnerability to input data manipulation [28],
increasing the potential for cyber threats and creating new challenges in digital security
[41]. Threats to training data, such as "poisoning attacks," can cause undesirable AI
behavior or even pose significant risks [34][43].

Technical failures in AI, such as those in autonomous vehicles, can result in physical
or material damage, as seen in the Uber incident, which exemplifies the uncertainty
of AI behavior in real-world scenarios [47][69]. Vulnerability to external disrup-
tions can also lead to malfunctioning systems, posing risks to users [49][60]. Data
security remains a major challenge, including the need for secure data storage and
anonymization processes to protect user privacy [53]. Threats to critical infrastructure
and individual safety also encompass potential attacks on AI-based systems [68].

Various technical threats, such as white-box, black-box, poisoning, backdoor, and
inference attacks, highlight vulnerabilities that must be addressed [63][64]. Unproven
AI systems, such as autonomous vehicles and autonomous weapons, present significant
risks, as their failures can endanger both individuals and society at large [61]. The
growing reliance on AI further amplifies the risk of its misuse [62]. Systems lacking
adequate security measures are vulnerable to sabotage or cyberattacks, ultimately
compromising AI functionality and public trust [65][70].
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4.1.5 Accountability
Determining who is responsible for decisions made by AI systems remains a complex
challenge [36]. The lack of clarity in assigning responsibility for errors within
AI systems further complicates this issue [28][38]. Questions about how to allocate
accountability for automated decisions or actions that cause harm remain an unresolved
debate [45]. The absence of clear accountability for the negative impacts of AI creates
legal and ethical uncertainty [47][48]. The autonomous nature of AI systems makes it
even more difficult to assign responsibility in cases of system failures [49][58]. The
difficulty also extends to establishing accountability for the consequences of AI-driven
decisions, both in legal and ethical contexts [71][69][68].

4.1.6 Inequality and Social Disparities
AI has the potential to exacerbate social inequality through unfair automated decision-
making, which can negatively impact society at large [28][47]. Job displacement due
to AI-driven automation may lead to massive job losses, creating economic instability
and widening economic disparities [41][71]. This inequality is also evident in the
unequal distribution of access to AI technology, further reinforcing social disparities
[48].

In the context of social media, AI algorithms can deepen social polarization by
creating "echo chambers" and "filter bubbles," which limit users’ exposure to diverse
perspectives, thereby hindering healthy and inclusive discussions [38][53]. The spread
of false information on social media platforms through AI algorithms is another
significant threat, as it can reinforce biases and misinformation [64]. AI-related risks
in content moderation can impact freedom of speech, creating a dilemma between
preserving free expression and moderating harmful content [39].

The use of AI in authoritarian states raises further concerns, such as mass surveil-
lance that infringes on privacy and individual freedoms, as well as the potential for
human rights violations [41][54]. In some cases, AI is also employed to control
populations or detect welfare fraud, which may lead to political or social conflicts [44].

4.1.7 Humans as Objects
Several studies also discuss other risks posed by AI. One of these is the risk of AI
reducing humans to mere "objects," thereby violating the principle of human dignity
[67].

Techno-solutionism is described as an excessive reliance on technology to solve
human problems. Surveillance humanitarianism refers to the uncontrolled collection
of data, which increases individual vulnerability. Techno-colonialism explains how
digital technology can reinforce colonial inequalities between different populations
[42]. Manipulation and autonomy highlight how AI-driven systems influence user
behavior for the benefit of platforms [53].

4.2 Affected Sectors
This section presents a summary of the answers to the research question:

"RQ2. What are the impacts of AI implementation risks across various sectors of life?"
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Based on the literature analysis, various impacts of AI risks on different sectors
have been identified and summarized. Figure 3. The impact of AI on various sectors
according to literature provides a visualization of how AI risks affect multiple sectors of
life, according to findings from the reviewed literature. The following is a detailed
overview of the impacts of AI risks across various sectors as discussed in previous
studies.

Figure 3. The impact of AI on various sectors according to literature

4.2.1 Healthcare
AI systems in the healthcare sector offer significant potential, including applications
in disease diagnosis, medical image analysis, and drug discovery [48]. However, these
advancements come with inherent risks, such as algorithmic bias that may lead to
unfair or inaccurate decisions. For example, algorithms trained on non-representative
data often fail to recognize symptoms in certain groups, such as patients from minority
communities [52][55]. Racial bias in healthcare management algorithms has also been
observed, where Black patients receive lower priority for medical care despite having
equal or greater medical needs compared to white patients [55].

Patient privacy is another critical issue. AI-based systems frequently collect vast
amounts of medical data, which is vulnerable to misuse or data breaches [63][47].
These risks become even more complex in telemedicine services, where patient data
may be used without explicit consent or exploited by third parties [71]. Similar
concerns arise in large-scale data collection projects, such as the NHS AI Lab in the
UK, raising questions about accountability, benefit distribution, and privacy protection
[54][57].

Technical failures or biases in algorithms can also have severe consequences. For
instance, IBM Watson for Oncology was deployed before AI technology had fully
matured, highlighting the risks of implementing untested systems [51]. Similar risks
are evident in AI- driven medical diagnostic tools, where misdiagnoses due to biased
training data or lack of algorithmic transparency can endanger patient health and
public trust [45][58][64]
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The use of humanoid robots in elderly care presents ethical dilemmas, such as
emotional dependence on technology, which can impact vulnerable individuals [61].
Accountability remains a major concern, particularly in scenarios where highly ac-
curate AI systems still produce incorrect diagnoses, raising debates over whether
responsibility should lie with AI developers, hospitals, or the system itself [40].

To ensure fairness and security, it is essential to implement specialized audits and
testing for AI systems in healthcare [72]. While AI has the potential to enhance
efficiency and data- driven decision-making, issues related to bias, privacy, and trans-
parency must be addressed to prevent significant negative impacts on global healthcare
systems [41][44][60].

4.2.2 Transportation
Autonomous vehicle systems offer significant potential in reducing accidents and
improving traffic efficiency, yet they also face various technical, ethical, and security
risks [34] [48][44]. Technical failures, such as the 2016 Tesla incident where the
Autopilot system failed to recognize a crossing truck, and the Uber accident in Arizona
involving a pedestrian, highlight real threats to public safety [47][71][69]. The lack
of human oversight mechanisms and algorithmic transparency further exacerbates
risks in critical decision-making [67].

Cybersecurity is a major concern, with potential attacks on vehicle communication
protocols, such as the exploitation of the Controller Area Network (CAN), which
could lead to system malfunctions [63]. These risks are compounded by low public
trust in autonomous vehicles, despite their potential to reduce traffic congestion and
enhance safety [43][59].

Ethical dilemmas also arise, particularly in moral decision-making scenarios where
an autonomous vehicle must choose between protecting its passengers or pedestrians
in critical situations [38]. Accountability remains a significant issue, as accidents
involving autonomous vehicles often spark debates over whether responsibility lies
with developers, users, or the system itself [40][65].

In the broader intelligent transportation sector, technical failures can have severe
consequences, including accidents and financial losses. These systems are categorized as
high- risk AI systems under proposed regulatory frameworks [72]. Additionally, ride-
sharing algorithms, such as those used by Uber, have demonstrated biases that affect
driver income and job opportunities [55]. Ensuring safety and fairness requires real-
world scenario testing and comprehensive audits of AI systems in the transportation
sector [66][61].

4.2.3 Education
Algorithms in educational assessment pose a risk of exacerbating inequality. For
example, the exam grading algorithm in the UK downgraded students from under-
performing school often located in disadvantaged areas thereby reinforcing socio-
economic injustice [28] [68]. Algorithmic bias is also evident in university admissions
and academic risk prediction, where AI systems may discriminate based on gender, or
specific social backgrounds [38][45][40].
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The lack of audits for AI-based evaluation and selection algorithms increases the
risk of discrimination, particularly due to reliance on historical data that may not be
representative [47][72]. Inequitable access to technology is another major concern,
as students from low-income backgrounds have fewer opportunities to benefit from
AI-driven educational tools [71]. Misinformation affecting learning and the lack of AI
literacy among the public and professionals further exacerbate challenges in ensuring
fair and transparent system [64][51].

4.2.4 Recruitment
Algorithms used in the hiring process often reinforce existing biases, such as those
based on gender or race. Automated decision-making in these systems can discriminate
against applicants by relying on historically biased data, thereby reducing opportunities
for certain groups to be hired [37]. Systematic bias in these algorithms can also lead to
unfair treatment during interview selection, disadvantaging specific candidates [45].
AI-driven employee selection is considered a high-risk application of AI, with key
risks including discrimination due to biased data or algorithms [60].

A notable example is Amazon’s AI-powered hiring system, which was found to
be biased against women because its training data was based on ten years of hiring
history, during which male candidates were predominantly selected for technical
roles [36]. This case highlights that AI-based recruitment systems exhibit significant
gender bias, ultimately leading to unfair hiring practices [51].

4.2.5 Law and Judiciary
The use of recidivism prediction algorithms in the legal system, such as the COMPAS
algorithm, has sparked controversy due to racial bias. This algorithm has been found
to assign higher risk scores to African American defendants compared to white defen-
dants, exacerbating systemic discrimination in criminal justice, including sentencing
and parole decisions [28], [58][68]. Similar biases arise from non-representative train-
ing data, which can discriminate against specific groups based on race, gender, or
social status [52][61].

Beyond bias, the lack of algorithmic transparency or the "black box" nature of
AI in legal decision-making poses challenges in ensuring fairness and legitimacy in
judicial processes, such as legal analysis or sentencing [44][45]. The use of facial
recognition technology for mass surveillance by law enforcement further complicates
these issues, raising concerns about privacy, excessive surveillance, and potential misuse
by authorities [51][54][60].

Biometric and facial recognition systems for law enforcement can lead to misiden-
tifications, impacting individual rights. The risks of real-time biometric systems being
used for mass surveillance introduce the potential for abuse by authorities, posing
significant ethical and legal concerns [72].

4.2.6 Government and Public Administration
The use of algorithms in government decision-making has raised various risks and
controversies. For instance, crime prediction algorithms used in predictive policing
have been found to be biased against specific groups, particularly Black communities,
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leading to social discrimination and injustice in law enforcement [69][68]. Addition-
ally, AI systems for public data analysis, such as facial recognition technology, are
often deployed for mass surveillance without consent, violating privacy and human
rights [72][67][71].

In the social welfare sector, several cases have demonstrated the serious impact
of algorithm-driven decisions. For example, Australia’s Robodebt scandal saw an
algorithm issue hundreds of thousands of false debt claims based on inaccurate data,
causing significant social and economic harm to affected individuals [39]. In the
Netherlands, an AI-driven welfare fraud detection system unfairly targeted marginal-
ized communities, leading to widespread criticism and its eventual termination [44].
Similar injustices have occurred in AI systems that incorrectly determine citizens’
eligibility for social assistance programs, directly impacting their well-being [45].

Biometric technologies, such as ID.me, used by the IRS in the U.S., have faced
strong criticism for privacy violations and unfair barriers to accessing public services
due to system inaccuracies [28]. A similar issue arose with the SafeWA app in Australia,
where law enforcement used collected data for criminal investigations without user
consent, eroding public trust [57].

In immigration, algorithms designed to filter applications often exhibit algorithmic
bias, potentially leading to unfair treatment of vulnerable groups [66]. The lack of
transparency in these systems further complicates public trust in AI-driven decision-
making [40][54]. Meanwhile, algorithmic bias in taxation systems, such as AI-driven
fraud detection, has led to misclassification and discrimination against certain groups
[58]

4.2.7 Economy and Finance
Automated underwriting systems that are deemed "color-blind" have been reported to
disproportionately reject applications from minority groups [38], while fraud detection
algorithms frequently misidentify legitimate transactions [48]. Data-driven algorithms
can also reinforce existing biases, as seen in the case of Apple Card, which was accused
of discriminating against women in credit limit determinations [52][55].

Additionally, AI in automated trading has the potential to be misused for mar-
ket manipulation [71]. The reliance on AI in high-frequency trading and logistics
increases economic uncertainty due to a lack of transparency and the potential for
systemic failures [69].

4.2.8 Cybersecurity
AI is increasingly being used for cyberattacks, such as advanced phishing that leverages
user data analysis to craft convincing messages, as well as dictionary attacks that
automatically exploit security vulnerabilities [63]. While some organizations have
conducted third-party penetration tests and hackathons to identify vulnerabilities,
risks remain if testing is not comprehensive [62].

4.2.9 Police and Military
The use of AI in military contexts presents significant risks, including the development
of autonomous weapons and surveillance systems that could escalate geopolitical
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conflicts and threaten global security [41][59]. AI-powered weapons, such as fully
autonomous drone swarms, can be deployed to attack physical targets both within
and beyond military contexts, posing serious threats to international stability [63].

The potential misuse of AI technology for military purposes, such as the manipu-
lation of AI-driven military systems, could lead to destructive consequences, including
human rights violations and political destabilization [52]. These risks further empha-
size the urgency of preventing an AI arms race that could undermine global peace
[59].

4.2.10 Agriculture
The use of AI in agribusiness has greatly assisted agronomists, such as through AI-
powered drones that enhance crop yields. However, risks remain, including techno-
logical failures that may disrupt operations or inaccurate environmental data leading
to incorrect decisions [66]. Additionally, reliance on incomplete or biased data can
significantly impact land management and agricultural decision-making [59]. While
AI provides substantial support in land and crop management, human intervention
remains essential to ensure the quality of decisions. Risks arise when AI completely
replaces human roles, potentially leading to a decline in the quality of agricultural
resource management [62].

4.2.11 Other Sectors
The implementation of AI across various sectors presents significant opportunities
but also introduces considerable risks. In digital collection management, such as the
AI-enhanced OCR project at the National Library of the Netherlands, AI aids in
metadata management and information accessibility. However, potential biases in data
interpretation and ethical challenges related to transparency and privacy protection
remain major concerns [39].

In disaster mapping platforms like the Rapid Mapping Service and Humanitarian
OpenStreetMap, AI is used to monitor the impact of natural disasters. While beneficial,
risks such as data limitations in remote areas, misinformation in conflict zones, and
privacy violations in mapping processes must be addressed. A similar issue arises in
the UNHCR’s Jetson project, which utilizes predictive analytics to anticipate forced
displacement due to violence or climate change. Algorithmic bias, the consequences
of incorrect predictions, and the exploitation of migrants’ personal data are critical
concerns requiring careful attention [42].

In the energy sector, AI can enhance efficiency by optimizing resources. However,
algorithms that are not designed with environmental impact in mind may lead to
resource overexploitation, threatening sustainability [62]. In industrial processes,
technical vulnerabilities in automation pose challenges that could disrupt production
[64].

AI also plays a major role in smart city development. However, privacy viola-
tions through mass surveillance and the misuse of citizens’ data raise concerns about
transparency and data protection [59]. In consumer-facing applications such as e-
marketplaces and chatbots, risks to consumer trust emerge when AI ethics standards
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are not upheld [50][43]. Automation predictive maintenance carry risks, such as
system failures that could disrupt operations [48].

4.3 Causes of AI Risks
This section presents the results of an analysis on the factors contributing to the
emergence of risks in AI implementation, addressing the research question:

"RQ3. What are the causes of AI-related risks?"

Based on the literature review, the causes of AI risks can be categorized into three
main groups, as summarized in Table 3. The first category includes technical factors,
which relate to design limitations, data quality, and algorithmic constraints. The
second category covers social factors, reflecting AI’s impact on societal interactions
and biases in its development. The third category focuses on regulatory factors,
encompassing the lack of policies or standards to govern the responsible use of AI. A
further mapping of these risk factors is illustrated in Figure 4. Summary of causes of AI
risks according to literature

Figure 4. Summary of causes of AI risks according to literature

4.3.1 Technical
The causes categorized as technical factors include data, algorithms, defense mecha-
nisms, and technical evaluation standards.

a) Data: The quality and representation of data play a crucial role in determining
the performance of AI models. Inaccurate, incomplete, or unreliable data can
lead to incorrect predictions and technical risks, as AI algorithms heavily rely on
data for training and inference [34][42]. A mismatch between training data and
the target population, such as dataset shifts or labeling conducted by untrained
workers, exacerbates algorithmic bias and reduces accuracy [36][45].
Social and historical biases embedded in training data also pose significant issues,
as they can reinforce existing societal inequalities [37][41]. Poor dataset represen-
tation or imbalance leads to discriminatory decision-making, while outlier data
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or long-tail distributions often challenge algorithmic performance [39][45]. AI’s
reliance on large-scale data, including sensitive information, heightens the risk of
privacy violations, while the lack of transparency in data preprocessing creates
opacity, making it difficult to track data sources and processing methods [48][36].
Deliberately manipulated training data can influence AI behavior in unintended
or harmful ways [43].

b) Algorithms: AI algorithms face various technical risks stemming from design
flaws, lack of transparency, and system complexity. One of the main threats is
adversarial attacks, such as poisoning attacks or evasion attacks, which exploit
algorithmic weaknesses to generate incorrect outputs [34][63]. Parameterization
errors or insufficient technical validation can prevent algorithms from adapting
effectively to real-world complexities [35][40]. The lack of transparency or the
black-box nature of AI algorithms poses a significant challenge, making it difficult
to understand or audit their decision-making processes, thereby increasing the
risk of errors or inexplicable outcomes [37][50][38]. The high complexity of
algorithms, particularly deep learning models, often renders the logical pathway
from input to output undetectable, as their design relies heavily on experimentation
and parameter tuning rather than a strong theoretical foundation [45][28]
Another risk arises from improper transfer learning, where applying a model
without contextual adaptation may introduce new biases [36]. AI systems also
frequently fail to handle scenarios beyond their Operational Design Domain
(ODD), particularly in complex or unexpected conditions [49][69]. The lack of
real-world testing further exacerbates these risks, especially when design flaws are
not addressed to mitigate potential technical failures [59][47]. Design errors or
failures to consider social, cultural, and ethical implications in AI algorithms often
lead to unreliable outcomes or reinforce existing biases, particularly in automated
decision-making [68][54].

c) Defense Mechanisms: AI systems often exhibit significant technical vulnerabilities,
such as the lack of defense mechanisms against adversarial attacks or data poisoning,
which can compromise the algorithm’s functionality [34][51]. Other technical
weaknesses, such as insufficient encryption, also heighten risks to data security
and privacy [62]. Many AI systems lack strong security standards or the ability
to log the rationale behind their decision-making, making it difficult to conduct
investigations in the event of an incident [65].
AI systems are also susceptible to cyberattacks due to technological designs that are
not built to withstand emerging threats [68]. Technical failures and weak security
integration can lead to undesirable outcomes or jeopardize the functionality of the
system [72]. The lack of technical tools to address ethical challenges throughout
the AI lifecycle poses a barrier for developers in creating safer and more responsible
AI solutions [46].

d) Technical Evaluation Standards: The lack of standardized technical evaluation
criteria in AI development and implementation creates a gap in assessing technical
risks. The absence of uniform metrics to measure fairness, privacy, and accuracy
makes it difficult to objectively evaluate AI systems [67]. Many AI systems devel-
oped by private vendors lack transparency and auditability, posing a challenge for
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governments to understand their inner workings and societal impacts [28]. AI
systems often fail to log their decision-making processes in a verifiable manner,
creating obstacles for incident investigations and accountability measures [65].

4.3.2 Social Factors
The social category encompasses various factors that contribute to AI-related risks
from a societal perspective, including how the technology is understood, implemented,
and accepted in social life, as well as its impact on economic structures and public
policy.

a) Public Understanding: The lack of public understanding of AI poses a major
challenge in ensuring the acceptance and oversight of this technology. Many
people do not comprehend how AI works or its potential impact, including how
their personal data is used or the risks of discrimination that may arise [68][56][40].
Poor transparency and unclear privacy policies often worsen the situation, as users
rarely read or understand the terms they agree to. In many cases, users have no
choice but to accept conditions that force them to hand over personal data, even
when they feel uncomfortable [57].
Social dependence on AI is increasing, yet public trust in AI remains low due to
perceived risks and a lack of involvement in its development [69][51]. AI systems
designed without considering social values may result in solutions that do not
align with public needs or even harm certain groups [28], [58]. Many people also
have unrealistic expectations of AI, either overestimating or underestimating its
capabilities [38][42], [53].
The use of AI prioritizing efficiency over democracy and social welfare is another
concern. AI systems are often designed to influence user behavior for commercial
gain, without considering the long-term societal impact [53][47]. Over-reliance
on automated decisions can reduce the space for human judgment, which is often
necessary to address societal needs [67]. The sociotechnical gap the disconnect be-
tween AI’s technical capabilities and social needs further complicates the adoption
of this technology. The public’s lack of awareness of AI’s implications, combined
with limited discussions on its risks, hinders public engagement in regulatory
decision-making and reduces social oversight of AI implementation [35][34][52].
As a result, AI is often deployed in ways that benefit dominant groups while
harming society at large, such as in predictive justice systems [28].

b) Economic Factors: Many AI systems are designed primarily for efficiency and
economic profit, often neglecting social and ethical considerations. Companies
frequently prioritize financial interests over adherence to ethical principles, which
exacerbates the social risks associated with AI implementation [67][46].

c) Developers: A lack of ethical awareness among AI engineers often leads to neglect
of social and ethical implications in AI development. Developers tend to focus
on efficiency and technical performance, without considering the broader social
impact of the algorithms they create [46][37]. Additionally, AI design often fails
to involve diverse stakeholders, especially vulnerable groups, resulting in their
needs being overlooked [35].
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4.3.3 Regulation
AI regulations are still evolving and have yet to adequately accommodate cross-
sectoral needs. Existing regulations are often reactive and slow, creating gaps in user
protection and proving ineffective in addressing emerging risks as AI technology
advances [35][47][49].

Many policies lack specificity in preventing technological misuse, particularly in
handling sensitive data, and proposed ethical principles have not yet been fully inte-
grated into legally binding regulations [43][46]. Ambiguities in defining "acceptable
risk," as seen in the AI Act, grant excessive authority to technology providers without
guaranteeing compliance [44].

Current regulatory frameworks often fail to address AI’s social and ethical risks,
including transparency, as attempted by the IEEE P7001 standard, which has yet to
see widespread adoption [65][64]. The Collingridge dilemma further complicates
the situation, where policymakers delay intervention until the technology is well-
established, making it difficult to modify existing systems [46]. Proactive and specific
regulations are urgently needed to ensure the fair and safe implementation of AI
technology [68][50].

a) Security Standards: The lack of established regulations regarding AI security
and privacy creates gaps in data and model protection. Most existing mitigation
measures are not supported by detailed security assessments and can be easily
bypassed by adaptive attacks [34].

b) Transparency Standards: There is a significant regulatory gap in AI system trans-
parency and audits. Weak or misaligned regulations, such as the absence of audit
requirements or insufficient regulatory oversight, contribute to this issue. Addi-
tionally, a conflict between privacy and transparency arises, as data privacy often
clashes with the need for data lineage and transparency in AI development [36].

c) Accountability Standards: The lack of accountability enforcement in AI develop-
ment and deployment is a major challenge. Large technology companies often
escape oversight due to weak regulatory mechanisms [37]. The absence of a com-
prehensive legal framework for assigning responsibility for AI decisions creates
difficulties in determining liability when errors occur, especially when organiza-
tions exploit the black-box nature of AI systems to avoid legal responsibility [55]
[48].
Current policies and regulations are unclear and inadequate in defining ethical
boundaries and responsibilities in AI development [40][38]. The lack of clear
accountability mechanisms for organizations developing or using AI exacerbates
the problem, while the absence of a legal framework makes AI-based decisions
difficult to explain and justify [47][45]. As a result, the lack of clear regulations
not only reduces accountability but also creates opportunities for violations of
ethical principles in AI development [66].

d) Public Standards: Traditional procurement processes do not include AI-specific
risk evaluations. The absence of clear guidelines for AI procurement in the public
sector often results in AI systems being deployed without sufficient oversight on
their impact on human rights [28]. Civil society participation in AI regulation
development is often limited, leading to a lack of ethical and social perspectives in
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AI governance [39].
e) Privacy Standards: The collection and use of personal data are often poorly regu-

lated, creating opportunities for privacy violations [38]. In many cases, affected
individuals do not fully understand how their data is used or protected [42].

f ) International Standards: The lack of harmonization in international AI regula-
tions is a major challenge for managing AI risks across borders. The absence of
global rules on transparency, accountability, and privacy is further complicated
by technological fragmentation, driven by international competition, protection-
ism, and differing AI governance approaches [39][41]. Global AI trustworthiness
standards are often inconsistent or conflicting, hindering policy implementation
at an international level [43][52]. The lack of a robust framework for privacy
and data security protection adds to uncertainty across sectors [53][62]. The
failure to integrate international standards into local regulations further widens
the protection gap, making AI compliance more complex globally [67].

g) Humanitarian Standards: There is no adequate regulation or guidelines ensuring
the ethical and safe use of AI in humanitarian contexts. Collaborations between
humanitarian organizations and technology companies often fail to consider the
interests of affected populations [42].

h) Legal Standards: Existing regulations struggle to keep pace with AI advance-
ments, creating legal loopholes that enable unethical practices and leave many
risks unmanaged [46][50]. The absence of strong legal obligations to explain
automated decisions that impact individual rights further heightens the risk of
fundamental rights violations [45][49]. The lack of formal oversight and inde-
pendent authorities to regularly audit AI systems increases the risk of errors and
misuse [51][56]. Additionally, clear audit mechanisms to monitor compliance
with AI ethics remain insufficient [59][60]. Regulations such as GDPR, while
comprehensive in addressing data privacy, do not specifically tackle AI’s unique
risks, highlighting the weakness of current regulations in mitigating emerging
threats [63].

4.4 Case Study: The Relationship Between Risk Types, Impacts, and Causes
After conducting a literature study on the types of risks, impacts, and causes in the
application of AI, this section will analyze several real case studies. This analysis aims
to describe how each risk arises in a particular context, what impacts it causes, and the
causal factors behind it. With this approach, it is hoped that readers can see a direct
link between theory and practice in the field.

4.4.1 Nine Network’s
Case Summary:

The Nine Network used Photoshop’s Generative Expand AI tool to resize an
image of lawmaker Georgie Purcell. The AI-generated result altered her attire to
appear more revealing, triggering public criticism. The network claimed it was an
unintentional outcome caused by the AI’s automation and issued a public apology
[73]. The analysis regarding the relationship between risk types, impacts, and causes
can be seen in the Table. 5
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Table 5. relationship between risk types, impacts, and causes for Nine Network’s case

Risk Type Impact Cause

Bias
AI-generated content reinforced

gender stereotypes or sexualized

visuals.

Technical: Training data may contain

gender bias or non-neutral samples.

Privacy
Altering a public figure’s appearance

without consent raises privacy

concerns.

Regulatory: Lack of legal frameworks

governing AI-generated image

manipulation.

Transparency
No clear explanation of how or

why the AI generated such visual

output.

Technical & Social: Black-box AI and

failure to disclose AI usage processes.

Accountability Unclear who is responsible—the

AI, the editor, or the organization.

Social & Regulatory: No established

SOPs for AI use in media content.

Human as Object
Human subject was objectified

(sexualization of the body through

visuals).

Technical & Social: Overreliance on

AI without human validation.

4.4.2 Tesla’s Full Self Driving
Case Summary:

Tesla employee Hans von Ohain died in a crash while allegedly using the Full
Self- Driving (FSD) feature. The vehicle failed to safely navigate mountain curves and
collided fatally. If confirmed, this incident may be the first known fatality involving
Tesla’s FSD system [74]. The analysis regarding the relationship between risk types,
impacts, and causes can be seen in the Table 6.

Table 6. relationship between risk types, impacts, and causes for Tesla’s case

Risk Type Impact Cause

Safety / Security Loss of life due to AI failure in a high-

risk environment (mountain roads).

Technical: Limitations in AI

perception and decision-making in

complex terrain.

Accountability Uncertainty over liability: the driver,

the AI system, or the manufacturer?

Regulatory & Social: Lack of clear

legal responsibility for autonomous

vehicle behavior.

Transparency Limited public access to how FSD

made decisions leading up to the crash.

Technical & Social: Opaque AI logic

and lack of interpretability in critical

systems.

Bias

AI may underperform in certain real-

world contexts not well represented

in training data (e.g., winding

mountain roads).

Technical: Training data limitations,

edge-case blindness.

Human as Object / Experiment Humans used as passive participants

in real-world AI experimentation.

Social & Regulatory: Premature

deployment of unproven tech in live

environments.

Privacy Potential misuse of driver data in

crash investigations or PR narratives.

Regulatory: Weak protections over

telemetry and behavioral data.
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4.4.3 Nomi chatbot
External testers revealed that chatbots on Glimpse AI’s Nomi platform engaged in
and encouraged conversations involving suicide, sexual violence (including involving
minors), terrorism, and hate speech. Alleged interactions included detailed instructions
for self-harm, child abuse, bomb-making, and racially charged violence. Despite
user concerns, Glimpse AI reportedly declined to implement stronger safety filters.
Screenshots and transcripts were shared with media, amplifying the controversy [75].
The analysis regarding the relationship between risk types, impacts, and causes can
be seen in the Table 7.

Table 7. relationship between risk types, impacts, and causes for Naomi chatbot’s case

Risk Type Impact Cause

Bias AI repeated or generated harmful,

illegal, or discriminatory content.

Technical: Inadequate training data

curation and lack of bias filtering.

Security / Safety
Risk of real-world harm (self-harm,

terrorism, abuse) as AI provided

dangerous instructions.

Technical: Poor implementation of

safety guardrails and content filters.

Accountability
Lack of clarity and willingness by

Glimpse AI to take responsibility for

harmful outputs.

Social & Regulatory: No enforced

framework for developer

responsibility in generative systems.

Transparency
Users and external stakeholders were

not informed about the potential for

unsafe AI behavior.

Technical & Social: Lack of disclosure

and interpretability of chatbot behavior.

Privacy
Conversations possibly involved sensitive

mental health content without safeguards

or consent.

Regulatory: Insufficient user data

protection and mental health risk

protocols.

Inequality and Social

Disparities

Content included encouragement of

abuse involving minors and racially

motivated violence.

Social: Embedded societal bias and

lack of moderation policies.

Human as Object
Users (especially vulnerable groups)

were treated as test cases in a system

with known risks.

Technical: Deployment of unsafe AI

without adequate ethical review.

5. Opinion and Conclusion
As AI continues to evolve and integrate into various aspects of human life, its associated
risks and challenges become increasingly significant. Addressing these risks requires
a comprehensive approach that considers not only technological advancements but
also social and regulatory frameworks. This section discusses the opportunities and
challenges in AI risk management, followed by a conclusion that summarizes the key
findings of this study and outlines future directions for research and policy develop-
ment.

5.1 Opinion: Opportunities and Challenges in Risk Management
Artificial Intelligence (AI) has brought numerous benefits across various sectors, in-
cluding healthcare, transportation, and government. However, this study highlights
that AI also presents several risks that have not yet been fully addressed by existing
regulations. The gaps in AI risk management primarily arise in three key areas:
technology, society, and regulation.
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While some argue that the benefits of AI such as improved efficiency and enhanced
decision-making outweigh its associated risks, this perspective risks underestimating
the long- term societal implications. This study does not deny the transformative
potential of AI; however, it emphasizes that without adequate oversight and risk
mitigation mechanisms, those benefits may be overshadowed by significant ethical,
legal, and social consequences. Therefore, a balanced approach that fosters innovation
while ensuring ethical, fair, and trustworthy AI deployment is essential.

From a technological perspective, the main challenges lie in algorithmic bias, lack
of transparency in AI models, and vulnerabilities to cybersecurity threats. Although
approaches such as fairness-aware machine learning and Explainable AI have been
developed, their implementation remains limited and uneven across industries. Fur-
thermore, AI still heavily relies on large-scale data, making it difficult to balance
optimal performance and user privacy protection. Fairness-aware AI models can be
effectively developed through inclusive data practices, algorithmic bias mitigation,
explainable model design, and active human oversight. These technical efforts must
be supported by organizational policies and cross-disciplinary collaboration to en-
sure fairness is not only an algorithmic goal but a structural commitment embedded
throughout the AI lifecycle.

From a social standpoint, AI has the potential to exacerbate existing inequalities.
Access to AI technology is still dominated by developed nations, while developing
countries lag in adoption. In the labor sector, AI is replacing more jobs than it is
creating, and policies to support workforce transitions in the age of automation re-
main underdeveloped. Furthermore, public trust in AI remains low, mainly due to a
lack of understanding of how the technology works and minimal transparency in its
applications. Strengthening AI governance and improving public literacy requires
a coordinated effort among developers, policymakers, researchers, and civil society.
Developers must prioritize ethical design, regulators must enforce proactive policies,
and the public must be equipped with the literacy to engage critically with AI tech-
nologies. Together, these stakeholders form the foundation for building transparent,
accountable, and socially aligned AI systems.

In terms of regulation, there are significant gaps in AI oversight. Existing policies
tend to be reactive and struggle to keep pace with technological advancements. Global
standards for transparency, accountability, and ethical boundaries in AI usage have
yet to be fully established. As a result, AI is often deployed without clear mechanisms
for determining accountability in cases where AI-driven decisions lead to harm. The
impact of these gaps is substantial. Bias in AI can worsen racial, gender, and economic
discrimination, while insecure AI systems can be exploited for cyberattacks and
information manipulation. A lack of regulation also creates legal uncertainty, making
it difficult to assign responsibility for AI-related incidents. This study acknowledges
that the rapid pace of AI development poses a significant challenge for regulators.
Without proactive and adaptive regulatory frameworks, AI may be deployed in high-
stakes contexts without sufficient oversight, increasing the likelihood of unintended
harm and eroding public trust.

Some argue that an excessive focus on AI risks could hinder technological innova-
tion and slow progress in industries where AI offers significant value. However, this
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study contends that responsible governance and innovation are not mutually exclusive.
On the contrary, addressing ethical, legal, and societal risks from the outset helps build
public trust, prevent costly failures, and ensure that AI is deployed in a sustainable and
inclusive manner. Risk-aware innovation can ultimately foster long-term growth and
resilience, enabling AI to reach its full potential while safeguarding public interest.

5.2 Policy Implications and Recommendations
In addition to identifying the risks associated with Artificial Intelligence (AI), this
study emphasizes the need to translate those insights into actionable steps that support
responsible development and implementation. To that end, several policy implications
and strategic recommendations are proposed across three key domains: technological,
societal, and regulatory.

From a technological perspective, AI systems particularly those used in high-risk
contexts such as healthcare, transportation, and law enforcement should undergo
mandatory third-party audits to assess fairness, security, and reliability. Developers
are encouraged to incorporate Explainable AI (XAI) techniques such as SHAP or
LIME to enhance transparency and build user trust. Furthermore, system designs
should include robust fallback or fail-safe mechanisms, especially for autonomous
systems, to prevent harm in the event of technical failure. Adoption of standardized
ethical frameworks such as ISO/IEC 42001 can also guide organizations in integrating
responsible practices throughout the AI lifecycle.

On the societal front, public understanding and engagement must be prioritized
to ensure equitable and inclusive AI deployment. National AI literacy programs
should be introduced to raise awareness and critical thinking about AI among students,
professionals, and the general public. Mechanisms for civic participation such as
citizen panels, deliberative forums, and public consultations can help bridge the gap
between technical decision-making and community values. Equally important is the
promotion of diversity in AI development teams, as inclusive design processes are key
to minimizing systemic bias and producing socially responsive technologies.

From a regulatory standpoint, stronger institutional frameworks are essential to
ensure accountability and transparency. Establishing an independent AI oversight
authority would provide a centralized mechanism for monitoring, auditing, and
investigating AI-related incidents. Governments should mandate Algorithmic Impact
Assessments (AIAs) before the deployment of AI systems in public services to evaluate
their potential effects on rights, equity, and public welfare. Finally, international
collaboration is crucial to harmonize regulatory standards across borders, particularly
in areas like data protection, explainability, and ethical AI governance.

By implementing these recommendations, stakeholders can move beyond theoret-
ical discourse and actively shape a future in which AI systems are not only innovative
and efficient but also fair, transparent, and trustworthy. Such a comprehensive and
collaborative approach is necessary to ensure that AI technology benefits society as a
whole while minimizing unintended harm.
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5.3 Conclusion
This study systematically examines the risks associated with Artificial Intelligence (AI)
using a Systematic Literature Review (SLR) approach. By analyzing various academic
sources, this research identifies and categorizes AI risks into three primary domains:
technological, social, and regulatory. The findings highlight that AI implementation
often faces critical challenges such as algorithmic bias, lack of transparency in decision-
making, security vulnerabilities, and insufficient regulatory oversight. These risks
are not only technical in nature but also have far- reaching implications for social
structures, governance, and public trust in AI technologies.

Technological risks include biases embedded in AI models due to unrepresentative
training data, security threats such as adversarial attacks, and the persistent "black-
box" problem that makes AI systems difficult to interpret. Social risks primarily
revolve around AI-driven inequality, where access to technology remains uneven
and automation threatens job security in many sectors. Meanwhile, regulatory risks
stem from the lack of proactive AI governance, with most policies being reactive and
fragmented across different regions. The absence of standardized global regulations
further complicates accountability, particularly in high-stakes applications such as law
enforcement, finance, and healthcare.

To address these challenges, this study recommends a multi-stakeholder approach
that involves AI developers, policymakers, and the general public. Strengthening
fairness-aware AI models, enhancing explainability in machine learning systems, and
reinforcing security mechanisms are essential technical strategies. On the social front,
increasing AI literacy and ensuring equitable access to AI benefits can help mitigate
disparities. Meanwhile, regulatory advancements should focus on establishing global
frameworks for transparency, accountability, and ethical AI development.

Future research should explore more effective mechanisms for AI risk mitigation,
including the development of standardized auditing tools, improved adversarial defense
strategies, and deeper investigations into AI’s socio-economic impact. Additionally,
interdisciplinary collaboration is crucial to integrating AI ethics into system design,
ensuring that AI operates not only efficiently but also fairly and responsibly. By
addressing these gaps, AI can be developed and deployed in a way that maximizes its
benefits while minimizing unintended consequences, fostering greater public trust
and sustainable adoption.
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Appendix 1. Glossary of Key AI Concepts

Term Simplified Explanation (For General Audience)

Machine Learning

(ML)

A part of AI that allows computers to learn from data without being explicitly

programmed.

Deep Learning A more advanced type of machine learning that mimics how the human brain

works using structures called neural networks.

Natural Language

Processing (NLP)

Technology that allows computers to understand and process human language,

like in Google Translate or chatbots.

Black-box When it’s unclear how or why an AI system made a decision because the process

is too complex to understand.

Transparency The ability for users or developers to understand how an AI system works

and makes decisions.

Accountability Responsibility for the actions or decisions made by an AI system.

Adversarial Attack A cyberattack where input data is manipulated to trick the AI into making

wrong decisions.

Privacy The right to keep personal data safe and not misused by AI systems.

Techno-colonialism When rich countries dominate AI development and use, leaving poor countries behind.

Explainable AI (XAI) AI systems designed to be understandable, so people know how and why decisions

are made.

Algorithmic Impact

Assessment (AIA)

A review process to evaluate the potential negative impacts of an AI system

before it is used.

Bias An unfair preference or prejudice that can affect the outcomes of an AI system.

Security Vulnerabilities Weak points in AI systems that hackers can exploit to steal data or cause damage.

Autonomous Systems Systems that operate on their own without human intervention, like self-driving cars.

Ethical AI AI that is built and used with consideration for moral values like fairness,

honesty, and safety.

Fairness-aware Model An AI model designed to avoid discrimination and treat everyone fairly.

Governance Rules and oversight to ensure AI is used responsibly.

AI Literacy The ability of everyday people to understand what AI is, how it works,

and its effects.

Robustness How well an AI system can continue to work properly even under

stress or when something goes wrong.

Poisoning Attack A type of adversarial attack where malicious data is injected into the

training dataset to corrupt the behavior of the AI model.


